cloudstack

source cloud computing

CloudStack
and Big Data

Sebastien Goasguen
W osebgoa
May 22 2013

LinuxTag, Berlin



Cg% ~22Google trends

grid computing 1.00 ¢cloud computing 2.85 245

big data 035

arch Valume index "-\_-.'.i.:i.!ij g lrends

Start of “Clouds” W
| .

o0

) o
M\.,- N
S R Gl ' 1 i el

2004

10.0

A0 2004 LY | 2004 20049 | 20140 | 2011 012
| [

| | | | | | | | | | | | | | | | | | | | | | | |
Mews relaranca valumea

0 Ty M

* Cloud computing trending down, while
“Big Data” is booming. Virtualization
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What is Big Data ?

* Large scale datasets
— From scientific instrume,
— From Web apps logs
— From Health records...

« Complex datasets
— Not necessarily large. o
— E.g Unstructured data =ﬁ
— E.g Natural Language
— E.g IBM Watson

Unstructured
Information Management
A rc.hltectu re




SLdUN A natural

evolution
* From traditional file systems and

databases

* To large scale object store and nosq|
movement designed to handle
massive %}nc{m%tm}rrency

Distributed File Systems

Ly-stre

b\
My A

Object Store
e.g Swift, CephFS

riak

Document Store
e.g CouchDB,
MongoDB

‘mongoDB



stack BigData
and map-reduce

While BigData is often associated
with HDFS, Map-Reduce is the
algorithm used to parallelize data
processing.

BigData # Map-Reduce # HDFS

Map-reduce is a way to express
embarrassingly parallel work easily.

You can do Map-Reduce without
HDFS.

F.a Basho mabp-reduce on riackCSs
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s laas is really:

A Data Center Orchestrator
— Data storage
— Data movement
— Data processing

 That can:
— Handle failures
— Support large scale
— Be programmed



~o-WWhat 1s CloudStack ?

Open source Infrastructure as a
Service (laaS) solution.

“Programmable” Data Center
orchestrator

Hypervisor agnostic (with addition of
bare metal provisioning)

Support scalable storage (Ceph, RIAK
CS...)

Support complex enterprise
networking (e.g Firewall, load



“%on A bit of History

Original company VMOPs (2008)

— Founded by Sheng Liang former lead
dev on JVM

Open source (GPLv3) as CloudStack
Acquired by Citrix (July 2011)

Relicensed under ASL v2 April 3,
2012

Accepted as Apache Incubating
Project April 16, 2012

First Apache (ACS 4.0) released

P N N ey
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* Open Sourced CloudStack to:
— Build a community
— Facilitate the building of an ecosystem
— Faster time to market

* ASF highly recognized OSS
foundation.

* ASF clear processes

* Individual contributions, companies
have no standina
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SCHUBERG PHILIS

CITRIX
£2260 Daddycon.

The web )
is your Domaqin/

carsngo
== leaseweb

~Multiple Contributors
2\ ht

Announced last week
that 6 developers
were joining the
Apache project
Schuberg Philis:
Big contribution in
building/packaging
and Nicira support
Go Daddy: Maven
building

Caringo: Support for
own object store
Basho: Support for
RiackCS



« The Apache Software
Foundation
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1ouUd CC TE JLL 'I t .
We consider ourselves The Apache Software Foundation The Apache projects are defined
not simply a group of projects sharing a server, provides support for the Apache community of by collaborative consensus based processes, an
but rather a community of developers and users. open-source software projects, which provide open, pragmatic software license and a desire to

software products for the public good.

APACHE

HBASE WS-

create high quality software that leads the way in
its field.

SpamAssassin

Ahightty scalable, eventually cansistent, distributed, structured key-value store
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A PAaCH

e 35 projects in incubation:

— 11 Hadoop related (including Apache
provisonr)

— ~30% Big Data related
— +jclouds

« 116 top level projects:
— ~14 cloud or bigdata +10%
— Deltacloud, Libcloud, Whirr
— Hadoop, couchdb, cassandra
— Bigtop, accumulo, lucene, UIMA
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processing on big-data

« Software components can be
managed in VMs via CloudStack
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 BigData and CloudStack
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CIoudStack and BigData

 Apache CloudStack is a data center
orchestrator

* BigData solutions as storage
backends for image catalogue and
large scale instance storage.

* BigData solutions as workloads to
CloudStack based clouds.
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Storage

* Primary Storage:

— Anything that can be mounted on the node
of a cluster.

— Cluster LVM, ISCSI, NFS, Ceph

— Holds disk images of running VMs and user
block stores.

 Secondary Storage:
— Available across the zone

— Holds snapshots and templates (image
repo)

— Can use multiple object stores (Gluster
, Ceph, riackCsS, Swift, Caringo )



stack Big Data
and CloudStack

 “Big Data” solutions can be used
as secondary storage (OpenStack
swift, Caringo, CephFS, Gluster FS,
RiackCs...).

 Used to deploy a large scale storage
backend to manage user images,
and user data volumes.

* Primary intent is not to use it inside
the VMs for data processing.
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} CloudStack and Baremetal

e CS supports baremetal provisioning.

* This opens the door to multiple
scenarios for Big-Data store, Clouds

— Provision Hadoop cluster on baremetal

— Operate “Hybrid” cloud: part Hypervisor
for VM provisioning, part baremetal for
data store.

— Reconfigure entire cloud on-demand

e



C%%“Tré‘ﬂ‘itional" CS
 Farm of hypdeer\El)slngrpe%Qltate

secondary storage to store VM

images and data volumes.

Data Center servers (Zone)

Hypervisors (e.g NFS, Switft,

GlusterFS)




((?% “"Bare Metal”
e i conpat Hybrid

* Set of hypervisorg,e.:@r%ym&nt

secondary storage, bare metal
cluster with specialized hardware or

software.
. Accethore from VM
guests o
Data Center serv ne)
R = ¢ D
W N | 4

SRR Mount "Big Data”inVMs v



loudstack
“Bare metal” cluster as

secondary storage

* Use bare-metal provisioning to
manage larges-scale secondary
storage

DataW)
— —
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e Use CS as Qtrac?tlonal é)ata center
provisioning system and build a Big-
Data store on-demand

—

Wewers (Zone)

— T
\____________ ___________,._/

Bare Metal to build Hadoop Cluster
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Combinations

* CloudStack offers the possibility to
switch between these modes on-
demand

 An elastic reconfigurable cloud

* Just be careful not to override your
data []
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Big Data as a Workload
to the Cloud

tools and demo...
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Whirr

 Big Data
Provisioning tool

 Deploys Hadoop,
cdh, Hbase, Yarn,
etc in the Cloud

e Use jclouds

", . Works with

‘\ multiple cloud

‘ providers including
CloudStack
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« Under Incubation
at the Apache
Software
Foundation (ASF)

jCIOUdS « Wrapper to

multiple cloud
providers




Whirr
Configuration

whi rr. cl ust er - nanme=nyhadoopcl ust er

whirr.instance-tenpl ates=1 hadoop-j obtracker +hadoop-
nanenode, 1 hadoop- dat anode+hadoop-t asktracker

whi
whi
whi
whi
whi
whi
whi
whi
whi

whi
whi

rr.
rr.
rr.
rr.
rr.
rr.
rr.
rr.
rr.

rr.
rr.

provi der =cl oudst ack
private-key-fil e=${sys: user.hone}/.ssh/id rsa
public-key-fil e=${sys: user. hone}/.ssh/id rsa. pub
env. repo=cdh4

hadoop. i nstall-function=install cdh_hadoop
hadoop. confi gure-functi on=confi gure_cdh_hadoop
har dwar e- i d=b6cd1f f 5- 3a2f - 4e9d- a4d1- 8988c1191f e8
endpoi nt =htt ps://api.exoscal e. ch/ conput e

| mage-i d=1d16c¢c78d- 268f - 47d0- beOc- b80d31e765d2

| dentity=<your access key>
credenti al =<your secret key>
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* Brooklyn
brooklyn®

Overview Download Getting Started Walkthrough User Guide Examples

Using brooklyn » Examples » Whirr Hadoop Cluster

Whirr Hadoop Cluster

* Apache Provisionr incubating

Apache Provisionr

Home Source Code Issue Tracker

Quick introduction

Provisionr is an effort to develop a service that can be used to create and
manage pools of virtual machines on multiple clouds. Our focus is on
semi-automated workflows, cloud portability and on providing a robust
foundation for configuration and higher level management.

Objectives

Provisionr solves the problem of cloud portability by hiding completely the
APls and only focusing on building a cluster that matches the same set of
assumptions on all clouds, assumptions like: a specific OS, pre-installed
packages and binaries, sane dns settings, ssh & vpn access etc. - thinka
solid foundation for configuration.

As a secondary goal Provisionr will also provide primitives for building
automatic or semi-automatic workflows for configuring and monitoring
services, workflows that assume that all the machines share a common
set of characteristics as described above.

cloudstacky i o - to0ls

Contributing

Apache
|nc||qu0t -

Mailing lists Releases

Team

Apache Provisionr (incubating)

Andrei Savu
Bucharest JUG #10

(g3 slideshare " @@ P NFshare [ 1727 E2

Apache
from Andrei Savu

JUG 10




Blog Code Services Support Contact

Pallet

Ok at cloud infrast

READ THE DOCUMENTATION

ol3| Head over to our documentation and Forl
start building infrastructure in the cloud.

Get Started Today!

f“f‘* uastack
open HQ cloud computing Ot h e rS : P a I | et

e Clojure based
provisioning tool

* Provisions Hadoop
clusters in the
cloud.

 Equivalent to Whirr
but in clojure



This repository

GitHub

pyr / clostack

Code Network

branch: master

Files Commits Branches 1

clostack / src / clostack / client.clj =

kol

{334 Pyr a month ago allow redirects in responses

1 contributor

file | 287 lines (273 sloc)  9.043 kb
(ns clostack.client

"A mostly generated wrapper to the cloudstack API."

(:require [clojure.string :as str]
[clojure.data.codec.base64 :as base64]
[clojure.data.json tas json)
[http.async.client :as http])

(:import java.net.URLEncoder
javax.crypto.spec.SecretKeySpec
javax.crypto.Mac
java.security.MessageDigest))

(defn url-encode
"Encode URL"
[s]
(URLEnceder/encede s "UTF-8"))

12K CloS

tack

e Clojure client for
CloudStack

“  CloudStack API
m— Developed by @pyr

at exoscale.ch, a
CloudStack based

public clou
oviders

N\ exoscale




More than
Storm AEIelelels

Distributed and fault-tolerant realtime computation about documentation blog

Storm is a free and open source distributed realtime computation system.
Storm makes it easy to reliably process unbounded streams of data, doing
for realtime processing what Hadoop did for batch processing. Storm is

simple, can be used with any programming lanauaae. and is a lot of fun to

LISB' GitHub This repository fs ] Explore Features Blog | Sign up | Sign in
Storm has many use cases: realtime analy
continuous computation, distributed RPC, E nathanmarz / storm 5920 901
benchmark clocked it at over a million tup
node. It is scalable. fault-tolerant guara nt . Code Network Pull Requests 19 lssues 174 Wiki Graphs

. ¥ ¥ _—
prOCESSEd, and is ea sy to set up and opera Distributed and fault-tolerant realtime computation: stream processing, continuous computation, distributed RPC, and more —

Read mare

http://storm-project.net
*'H., [a Clone in Mac = ZIP HTTP | SSH GitRead-Only https://github.com/nathanmarz/storm.git [ Read-Only access

=

branch: master - Files Commits Branches 43 Tags

o - storm /[% @ 1000+ commits

ﬁ / Merge pull request #570 from d2r/d2r-config-final-strings -

ﬂ nathanmarz latest commit e4a59d35c? @-
bin a month ago convert to multimodule setup (everything in essentially one module bu... [nathanmarz]
— conf 2 months ago keep zmq in clojure [afeng]
logback 21 days ago access.log should rollover separately [Derek Dagit]
storm-console-logging a month ago convert to multimodule setup (everything in essentially one module bu... [nathanmarz]
storm-core 6 days ago Make Config Strings final [Derek Dagit]
storm-lib a month ago convert to multimodule setup (everything in essentially one medule bu... [nathanmarz]

B .gitignore a month ago convert to multimodule setup (everything in essentially one medule bu... [nathanmarz]
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oud computn Data
 Hadoop being andAep\zgS'nlggrgj]eecpt

written in Java, there is great
potential synergy between
CloudStack and Hadoop:

e.g Develop Elastic Map-Reduce
mechanisms to provide map-reduce
processing in CS backed by HDFS.
Implementation of AWS EMR API.

* Integration of Basho map-reduce
(coming in 4.2 release)



 ASF Is a mentoring organization for
GSoC

CloudStack has several proposals
under consideration

— Improved CloudStack support in Apache
Whirr and Provisionr

— Integration of Apache Mesos with
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Info

 Apache Top Level project

* http://www.cloudstack.org

» #cloudstack on irc.freenode.net
 @cloudstack on Twitter

* http://www.slideshare.net/cloudstack

* http://cloudstack.apache.org/mailing-
Ists.html

Welcoming contributions and feedback,
Join the fun !
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